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Abstract—Social robots are being increasingly developed for
long-term interactions with children. However, there are few val-
idated assessments for measuring young children’s relationships
with social robots. In this paper, we discuss a variety of relational
assessments that could be used in this context. We present a pilot
study of two assessments, the Inclusion of Other in Self task
and a Social-Relational Interview, that we have adapted for use
with children aged 3–7. We show that children can appropriately
respond to these assessments and that both have high internal
reliability.

I. INTRODUCTION

Social robots are increasingly being developed for use with
children in application domains such as education, entertain-
ment, healthcare, and therapy [9, 15, 18, 23]. In these domains,
because learning and behavior change may take weeks or
months to achieve, the robot interactions must necessarily
move toward longer-term encounters.

Because children will not simply have a one-off interaction,
we need to deeply understand how children think about the
robots through time. In prior research, we have seen that
children treat robots as more than mere artifacts, for example,
ascribing them mental states, psychological attributes, and
moral standing [13, 15, 20]. Furthermore, in long-term interac-
tions, social robots are taking on a relational role—that is, they
are situated as agents that actively attempt to build and main-
tain long-term social-emotional relationships [2]. They are
introduced as peers, tutors, and learning companions [15, 23].
While children’s relationships with robots may not be like
the relationships they have with their parents, pets, imaginary
friends, or smart devices, they will form relationships of some
kind, and as such, we need to find ways to measure these
relationships.

Measuring children’s relationships with robots will not only
give us insight into how children think about robots through
time, but also will lead us toward developing autonomous
systems that can model and manage the ongoing relationship.
This could, e.g., allow a robot to determine whether it still
needs to gain a child’s trust before it can effectively administer
an intervention, or, alternatively, whether the child has become
too attached, and thus, that the robot needs to recommend that
the child seek out a person for help instead. Prior work has
accomplished this with adults [14], using relationship assess-
ments to assess, model, maintain, and repair a relationship over
repeated encounters to achieve the long-term goal of being a
weight-loss coach.

In this paper, we specifically focus on measuring rela-
tionships with young children aged 3–7 years. Assessments
for children this young can be especially difficult to craft
because, e.g., the children may be pre-reading, may have short
attention spans, and cannot fill out standard Likert-style ques-
tionnaires [4]. We explain several assessments that we have
adapted for this age group below. The full instructions for each
task are available on figshare: 10.6084/m9.figshare.5047657.
We also briefly review additional assessments that could prove
useful that we have not yet tested with this population.

II. ASSESSMENTS

A. Inclusion of Other in Self (IOS) Task

The Inclusion of Other in Self scale is a single item pictorial
measure of closeness and interconnectedness [1]. Participants
are shown pictures of seven pairs of increasingly overlapping
circles, and asked to point to the circles that best describe their
relationship with someone. We have adapted it for use with
preschool children. Each child is asked about their relationship
with their best friend, a bad guy they saw in the movies that
they do not like, a parent, the robot, and a pet or favorite toy.
We include the non-robot items as a comparison, so we can
see where the robot stands in relation to these other characters
in the child’s life.

B. Social-Relational Interview (SRI)

We created a set of questions targeting children’s percep-
tions of the robot as a social, relational agent. These questions
move away from how children feel about a robot—e.g.,
questions about whether children attribute certain properties
to robots, such as the questions from [12] used in [15]—and
toward how children think robots feel. Five questions targeted
provisions of children’s friendship: conflict, instrumental help,
sharing secrets / disclosure, wanting companionship, and em-
pathy / affection [8, 17]. Two questions asked about whether
the robot was genuine, i.e., whether what it felt was real or
whether it was just pretending. Each question offered three
responses: yes, the robot would feel something (e.g., sad or
happy), maybe / don’t know, and no, the robot wouldn’t mind
(coded as 2, 1, 0). Each question was followed by asking the
child to explain their choice, and whether they would feel the
same way as the robot. This way, we would have some context
for understanding children’s responses.
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Fig. 1. A child listens to the autonomous robot Tega tell a story during the
study. The story pictures are shown on the tablet.

C. Narrative Description

In this task, a puppet asks the child to help it learn about
people and robots. The child is then asked to describe both
their best friend and the robot that they played with. The goal
is to see how the child describes the robot in relation to how
they describe their best friend. We expected that each descrip-
tion would include a mix of physical attributes (e.g., the robot
is red and blue, my friend is tall) and psychological/relational
characteristics or activities performed together (e.g., we play
together, she’s nice), and that children might include more
psychological/relational elements for their friend, and for the
robot with whom they have a closer relationship (e.g., after
all the sessions versus after one session).

D. Targeted Self-disclosure

Because self-disclosure is one of the features of children’s
friendships [3, 8, 17, 21], we had the robot disclose infor-
mation and prompt for information disclosure in return. The
protocol was adapted from [21]. We expected that children
would disclose more when the relationship was closer (e.g.,
more during a posttest than a pretest). As per [21], the amount
of disclosure can be measured by counting the number of
utterances made. A more detailed analysis might additionally
code the kind of information disclosed.

E. Additional Assessments

We have begun investigating numerous additional assess-
ments. For example, we could code children’s speech tran-
scripts for phrase matching [16], language style matching [11]
or other kinds of linguistic markers of relationships and
rapport. The Comfortable Interpersonal Distance scale has
already been adapted for preschool children, and can give a
measure of children’s preferences for social distances [5].

Other behavioral measures such as short “scenarios” may
be useful. For example, children may resolve conflicts using
different strategies with friends versus other peers (disen-
gaging, negotiating or bargaining, and reaching an equal
solution versus standing firm, and reaching a winner/loser out-
come) [10]. One scenario could involve the robot instigating

a conflict (such as a disagreement over the next activity, who
should go first, or who gets which sticker), and we could see
how children respond. Prior child-robot interaction work has
successfully used scenarios, such as placing a robot in a closet,
to investigate children’s moral conceptions about robots [13].

If one desires a test in which children self-report their social
competence, perhaps to get a baseline of children’s abilities
so one can control for their differing social competence when
evaluating their relationship with the robot, one could use or
adapt the Berkeley Puppet Inventory [19]. In this inventory,
the experimenter has two puppets and tells the child that each
puppet will say something about themselves. The puppets each
anchor one end of a scale, such as “I’m shy when I meet new
people” versus “I’m not shy when I meet new people”. Then
they say, “we want to learn about you.” The child can describe
themselves in relation to the two puppets.

Another self-report that may be useful is the Social Accep-
tance Scale [7]. In this scale, children are asked yes/no/maybe
questions (with a visual scale of 3 smiley faces for children
to point at) about their acceptance of peers with disabilities.
Since robots generally have numerous limitations, which could
be viewed as disabilities, it may be useful to adapt this scale
to ask about children’s acceptance of robots or technologies
that are “disabled” (e.g., a robot that has trouble hearing, given
the fact that automatic speech recognition is often subpar for
young children).

Other tasks that have been used with young children include
drawing activities, such as asking children to draw two pictures
about two points in time (i.e., a differential), such as “When
I first started kindergarten I. . . ” versus “Now, I. . . [6]. In this
kind of task, one looks not only at what children draw, but
at what children say while they are drawing—i.e., looking
at children’s meaning-making as a process involving both
drawing and narrating their drawing. However, this kind of
task tends to be time-consuming, with children sometimes
taking as long as 10–15 minutes to produce their drawings.

III. PILOT STUDY

A. Methodology

We are performing a pilot test of several of these assess-
ments during a long-term child-robot interaction study at three
Boston-area schools. Forty-four children aged 4–7 (M = 5.4,
SD = 0.66) are interacting with a fully autonomous social
robot, Tega, approximately 1–2 times a week, for a total of
10 sessions (Figure 1). The robot tells stories and children are
asked to retell the stories. There are 16 children (8 F, 8 M)
from school A, 13 children (9 F, 4 M) from school B, and 15
children (7 F, 8 M) from school C.

We administered the IOS task, Narrative Description, and
SRI after children’s first session with the robot. Due to its
length, the Targeted Self-disclosure was implemented as part
of a conversation at the start of the second session. All of these
assessments will be administered a second time after the final
session. The IOS task will also be administered at the midway
point after half the sessions have been completed.



Below, we present preliminary results for the IOS task and
the SRI.

B. Results

1) Social-Relational Interview: One-sample t-tests were
used to compare the mean number of “positive” responses
(i.e., indications that the robot was more friend-like and not
“just pretending”) for each SRI question to chance levels of
responding (i.e., mean of 1). The results are shown in Table I.
Children’s responses differed from chance in the expected
ways: overall, children said that the robot had friend-like
qualities, in that it would be sad if another child was mean
to it or if it had no friends, help another child who needed
help, and cheer up another child who was sad. Furthermore,
children tended to say the robot really did want to make
friends (it was not just pretending), and really did like them.
Children’s responses to the question asking whether the robot
would prefer to share a secret with a friend did not differ from
chance levels.

TABLE I
SUMMARY OF CHILDREN’S OVERALL SRI RESPONSES. ALL BUT THE

SHARING SECRETS QUESTION DIFFERED SIGNIFICANTLY FROM CHANCE
(MEAN = 1), AS SHOWN BY ONE-SAMPLE T-TESTS.

Question Mean (SD) df t-value p-value

Sad if child is mean 1.62 (0.78) 38 4.92 < 0.001
Sad if no friends 1.74 (0.64) 38 7.29 < 0.001
Help another child 1.59 (0.82) 38 4.50 < 0.001
Cheer up another child 1.58 (0.83) 37 4.32 < 0.001
Really does want friends 1.53 (0.86) 37 3.77 < 0.001
Really does like you 1.84 (0.55) 36 9.21 < 0.001
Want to share secret 0.95 (1.00) 36 -0.33 0.744

One-way analyses of variance over children’s age (5- and
6-year-olds only, because there were not enough 4- or 7-year-
olds to constitute their own groups) revealed one main effect
of age. Six-year-olds (M = 2.00, SD = 0.00) were more likely
to say that the robot would be sad if it had no friends than
five-year-olds (M = 1.50, SD = 0.82), F(1,33) = 7.17, p =
0.011, η2 = 0.178.

Separate analyses with gender x school that included all
children revealed several significant main effects of both
gender and school. Post-hoc tests with Tukey’s HSD showed
that in particular, girls were more likely to say the robot would
be sad if another kid was mean to it (M = 1.90, SD = 0.44)
than boys were (M = 1.28, SD = 0.96), F(1,33) = 6.64, p =
0.015, η2 = 0.151. Girls were more likely to say the robot
liked them (M = 2.00, SD = 0.00) than boys were (M = 1.65,
SD = 0.79), F(1,31) = 6.17, p = 0.019, η2 = 0.136. Girls were
also more likely to say the robot would help another child (M
= 1.81, SD = 0.60), more than boys (M = 1.33, SD = 0.97),
F(1,33) = 5.30, p = 0.028, η2 = 0.100. However, there was
also a significant interaction of gender and school, F(2,33) =
4.11, p = 0.025, η2 = 0.156. Boys at school C (M = 0.67, SD
= 1.03) were far less likely than both boys at school A (M =
2.00, SD = 0.00) and girls at school B (M = 2.00, SD = 0.00)
to say the robot would help. The others were in between.

Regarding whether children thought the robot really wanted
to be their friend, there were main effects of both gender,
F(1,32) = 12.78, p = 0.001, η2 = 0.137; and school, F(2,32) =
8.09, p = 0.001, η2 = 0.174; as well as an interaction, F(2,32)
= 16.0, p < 0.001, η2 = 0.344. Post-hoc tests showed that
girls were more likely to say the robot really wanted to be
their friend (M = 1.80, SD = 0.62) than boys were (M = 1.22,
SD = 1.00). Children at school A (M = 1.85, SD = 0.55) were
also more likely to say the robot really wanted to be their
friend than children at school C (M = 1.08, SD = 1.04), with
school B (M = 1.67, SD = 0.78) in between. The interaction
revealed that boys at school C (M = 0.00, SD = 0.00) were
less likely to the robot wanted to be their friend than boys at
school A (M = 2.00, SD = 0.00) or girls at any school.

There was an interaction of school and gender with regards
to whether children thought the robot would help cheer up
a sad child, F(2,32) = 5.42, p = 0.009, η2 = 0.223. Boys at
school C (M = 0.67, SD = 1.03) were less likely to think the
robot would help than boys at school A (M = 2.00, SD = 0.00)
or girls at school B (M = 2.00, SD = 0.00). Finally, children
at school C (M = 1.46, SD = 0.87) were also less likely to
say the robot would be sad if it had no friends than children
at school B (M = 2.00, SD = 0.00), while School A was in
between (M = 1.57, SD = 0.852) F(2,33) = 3.66, p = 0.037,
η2 = 0.180.

The reliability of the SRI was determined by measuring
the internal consistency of the seven core questions using
Cronbach’s alpha. An alpha coefficient of 0.70 (95% CI: 0.48–
0.88) was found. Item reliability was calculated through an
item analysis, which revealed that all seven questions were
correlated with the total score, with r values between 0.52–
0.85 for all but one item. If we dropped the question about
sharing secrets (r = 0.30), the reliability would improve to
0.75.

2) IOS Task: One-sample t-tests were used to compare the
mean of children’s responses to chance levels of responding
(i.e., mean of 3.5) for each IOS question. The results are shown
in Table II. Children’s responses differed from chance in the
expected directions: children rated their best friend, a parent,
and a pet or toy as closer. They rated a bad guy from the
movies that they didn’t like as farther. The robot was also
rated as closer.

One-way analyses of variance revealed no differences by
age. Separate analyses of gender x school revealed a main
effect of gender on children’s ratings of the bad guy, F(1,28)
= 4.44, p = 0.044, η2 = 0.101. Boys’ ratings (M = 1.40, SD
= 0.63) were lower than girls (M = 2.26, SD = 2.02). There
was also a main effect of school for children’s ratings of their
best friend, F(2,29) = 4.51, p = 0.020, η2 = 0.205. Children
at school B’s ratings (M = 3.55, SD = 1.97) were significantly
lower than both school A (M = 5.60, SD = 1.78) and school
C (M = 5.00, SD = 1.52).

The reliability of the IOS task was determined by measuring
the internal consistency of the seven core questions using
Cronbach’s alpha. An alpha coefficient of 0.70 (95% CI: 0.48–
0.92) was found (the “bad guy” item was reverse-scored).



TABLE II
CHILDREN’S OVERALL IOS RESPONSES. ALL DIFFERED SIGNIFICANTLY FROM CHANCE (MEAN = 3.5), AS SHOWN BY ONE-SAMPLE T-TESTS.

Question Median Mode Range Inter-quartile Range Mean (SD) df t-value p-value

Best Friend 5 7 1-7 3.5 4.71 (1.89) 34 3.81 < 0.001
Parent 5 7 1-7 3.5 4.63 (1.97) 34 3.39 0.002
Pet or toy 5 5 1-7 2.5 4.71 (1.66) 30 4.06 < 0.001
Bad guy 1 1 1-7 1.00 1.88 (1.61) 33 -5.86 < 0.001
Robot 4 7 1-7 3.00 4.54 (1.80) 34 3.42 0.002

Item reliability was calculated through an item analysis, which
revealed that all five items were correlated with the total score,
with r values between 0.61–0.77 for all items.

IV. DISCUSSION

In this paper, we presented several assessments that we
have adapted for measuring children’s relationships with social
robots. In our first pilot test, for the two assessments analyzed
so far, we found that children could easily respond to both as-
sessments in appropriate ways, and that both had high internal
reliability. However, due to the low number of participants, the
reliability results should be interpreted cautiously. For the SRI,
we recommend computing a composite SRI score consisting
of the sum of all the item scores to indicate children’s overall
view of the robot as a social-relational other. Furthermore,
the sharing secrets question should be revised to improve its
reliability. This question may have been unreliable because
some children may be taught at home or at school that it
is not okay to keep secrets, and thus, sharing secrets is not
a behavior they engage in with friends. Thus, we suggest
replacing this question with a new item, “Let’s pretend the
robot is really happy or really upset about something. Would
the robot not care about telling anyone, or would the robot
want to tell a friend?” This new item may achieve the same
goal of targeting intimacy/self-disclosure, but will need to be
tested for reliability.

Both assessments indicated that even after just one session,
children viewed the robot as a friend-like social, relational
other. Their scores for the robot on the IOS task indicated that
they felt the robot was as close as a friend or a pet. However,
we have not yet analyzed the follow-up questions that asked
children to explain why they chose the answers they did and
whether they would feel the same way as the robot. It may
be that children who said the robot was not their friend meant
they had not spent sufficient time with it yet to consider it
a friend, but it could also be that they meant the robot was
incapable of being a friend due to its robotic nature. Analyzing
children’s explanations of their responses may illuminate this.

We saw few age differences, which could perhaps be due
to the fact that we could only test differences between 5-
and 6-year-olds, since there were insufficient children of other
age groups. If more children were tested, we would expect to
see developmental differences relating to children’s developing
social and friendship skills [8, 12, 21, 22]. However, we
did see differences by gender and by school, suggesting that
the assessments could capture some individual differences in

friendships. The gender differences we saw, in which girls
rated the robot’s social nature more highly than boys, may
reflect children’s real friendships: prior research has found that
girls’ ratings of intimacy and alliance in their friendships tend
to be higher than boys’ [3, 8].

We saw several differences as result of children’s schools.
In particular, boys at school C were less likely to say that the
robot would help another child, be sad if it had no friends,
and that it did want to be their friend. Furthermore, children’s
ratings of their best friend in the IOS task were lower at school
B than at schools A or C. These results indicate that the
population of children was not homogenous across schools,
however, without additional data we cannot be sure what
caused the difference in children’s perceptions of the robot.
It may be that the children’s socioeconomic backgrounds
or the amount of technology generally used in each school
influenced children’s level of comfort with the robot. School
policies discouraging children from having best friends may
have influences children’s ratings of best friends, in the same
way that they may have affected the sharing secrets item.

V. FUTURE WORK

We are in the process of continuing pilot testing of
these assessments. Administration of these assessments during
posttests will allow us to examine test-retest differences and
children’s changing perceptions of the robot as a social other
over time. We are also currently analyzing the initial Narrative
Description and Targeted Self-disclosure task data.

The assessments developed so far have several limitations.
First, they are not continuous. Future work should investigate
measures that can be used every session with a robot, or
even multiple times throughout a session. This would allow
researchers to build better relationship models and create
robots that personalize in real-time to children’s develop-
ing relationships. These assessments are also not automated.
Some, such as the Targeted Self-disclosure questions, can be
administered as part of a conversation that children have with
a robot, and could potentially be automated given sufficiently
good automatic speech recognition or by using automated
transcription services, paired with analysis of speech content,
or, following Rotenberg’s [21] analysis, simple counting of the
number of utterances children make.
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